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Flash Storage

SSD

g FAST

e Multiple GB/s Bandwidth
e Millions IOPS

1. Nitin Agrawal, Vijayan Prabhakaran, Ted Wobber, John D. Davis, Mark Manasse, and Rina Panigrahy. Design tradeoffs for SSD performance.
2008. USENIX ATC08.
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Flash Storage Integration

Projects: SDF, OCSSD
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1. Ouyang, Jian, et al. "SDF: Software-defined flash for web-scale internet storage systems." Proceedings of the 19th international
conference on Architectural support for programming languages and operating systems. 2014.
2. Picoli, Ivan Luiz, et al. "Open-Channel SSD (What is it Good For)." CIDR. 2020.
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Zoned Namespace (ZNS) Devices

1.

Device LBA range divided in zones

A

\ 4

Zone 0 Zone 1 Zone 3 Zoned | ===sx | ZoneX

Append-only sequential writes

F EXPRESS. )®

NVM Express®

Base Specification

Revision 2.0a
July 23rd, 2021

Zone erase before overwrite
1 outstanding write per zone

Western Digital Corporation. NVMe Zoned Namespaces (ZNS) SSDs. https://zonedstorage.io/docs/introduction/zns
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ZNS Integration - Tradeoff
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ZNS 1/0 Scheduling
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Initial Results

Write performance of both
scheduling configurations:
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Initial Results

mg-deadline
5001 mmm none
X median
® 95%
400 -
(%)
(]
1]
= 300+ .
>
3 2001 | Sequential write requirement allows

mgq-deadline to merge multiple 1/0s into fewer

larger 1/Os
= .//.//n/
0 T T T T T T T
2 4 6 8 10 12 14

Number of Outstanding I/Os



Ongoing Work

e Performance at the varying levels of integration
e GCimplications at the different levels

e Concurrent instances of different levels
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Summary

e /NS present unique addition to host
storage stack

e @Gaining significant attention in
research community

Computer Science > Operating Systems
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